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ABSTRACT
Quantifying the moral narratives expressed in the user-generated
text, news, or public discourses is fundamental for understanding in-
dividuals’ concerns and viewpoints and preventing violent protests
and social polarisation. The Moral Foundation Theory (MFT) was
developed to operationalise morality in a five-dimensional scale
system. Recent developments of the theory urged for the intro-
duction of a new foundation, the Liberty Foundation. Being only
recently added to the theory, there are no available linguistic re-
sources to assess whether liberty is present in text corpora. Given its
importance to current social issues such as the vaccination debate,
we propose two data-driven approaches, deriving two candidate
lexicons generated based on aligned documents from online news
sources with different worldviews. After extensive experimenta-
tion, we contribute to the research community a novel lexicon that
assesses the liberty moral foundation in the way individuals with
contrasting viewpoints express themselves through written text.
The LibertyMFD dictionary can be a valuable tool for policymakers
to understand diverse viewpoints on controversial social issues
such as vaccination, abortion, or even uprisings, as they happen
and on a large scale.
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1 INTRODUCTION
Moral values are fundamental to our decision-making process on ev-
eryday matters. When taking a stance on a social issue, for instance,
global warming or vaccine adherence, we consult - consciously
or unconsciously - our moral system of values. Extracting and
analysing moral content from user-generated text or public dis-
course, in general, is critical to understanding the decision-making
process of individuals while getting a large scale perspective of
evolving narratives [28]. The Moral Foundations Theory (MFT)
was created to explain morality across cultures [16]. The theory
initially proposed five foundations, namely care, fairness, loyalty, au-
thority, and sanctity, while more recently, the theory was enhanced
with a new sixth dimension: liberty.

The MFT theoretical framework presents libertarians with a
unique moral-psychological profile, endorsing the principle of lib-
erty as an end and devaluing many of the moral concerns typically
endorsed by conservatives. Libertarianism is a political philosophy
and movement that upholds liberty as a core principle [6] and ex-
presses the extreme side of the liberty moral foundation. Analysing
the psychological dispositions of libertarians, Iyer et al. [19], found
that libertarians are consistently less concerned about individual-
level concerns such as harm, benevolence, and altruism. They are
also much less concerned with group-level moral issues, such as
conformity, loyalty, and tradition, typically associated with conser-
vative morality. Libertarians’ cognitive style depends less on emo-
tion and more on reason than conservatives. The liberty/oppression
foundation, as described in the MFT, “deals with the domination
and coercion by the more powerful upon the less so” [15].

The MFT is broadly adopted in the computational social science
field since it defines a clear taxonomy of values together with a
lexicon, the Moral Foundations Dictionary (MFD) [14], an essential
resource for natural language processing applications. The MFD
creators highlight the difficulty of creating such a resource since
linguistic, cultural, and historical contexts reflect on language us-
age. Among the most significant limitations of the original MFD,
we have: (i) a limited amount of lemmas and stem of words; (ii)
“radical” lemmas rarely used in everyday language, for instance,
“homologous” and “apostasy”; and (iii) an association with a moral
bi-polar scale, so-called vice and virtue, but without any numeric in-
dication of weight or importance to them. (iv) the liberty foundation
is not considered due to its very recent addition to the main the-
ory. To address these shortcomings, other lexicons were developed;
the most broadly used are the MoralStrength lexicon [1] and the
extended Moral Foundations Dictionary (eMFD) [18]. The eMFD
continues along with the original MFD lexicon, treating each word
related to a moral as either one of two opposites, “vice” and “virtue”.
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This approach leads to contradictory findings when both a vice and
virtue are present in the same text, making it harder to assign a
clear polarity to it. Following different approaches, both expand
the number of lemmas per foundation with more commonly used
terms. MoralStrength on the other hand, inspired by the literature
in sentiment analysis, provides a notion of “moral valence” that
ranges along the entire spectrum of each foundation from vice to
virtue, providing more fine-grained and nuanced results. Despite
addressing several of the most critical shortcomings of the original
lexicon, these resources do not include the liberty foundation.

Here we lay the groundwork for a linguistic resource that can
detect the presence of the liberty moral dimension in people’s narra-
tives. Since this foundation was a later addition to the MFT theory,
there are no initial linguistic indicators that can be used as seed
words for further expanding the lexicon, a pre-requisite for the
eMFD and MoralStrength approaches. To overcome this issue, we
gathered data from news sources on most political ideologies and
leanings in the USA political scene. More specifically, we obtained
data from AllSides1, an American news aggregator that presents dif-
ferent versions of similar news stories from sources of the political
right, left, and centre [23] to help readers break through their filter
bubble, as well as the libertarian magazine Reason2. Seen through
the lenses of our theoretical framework, the Moral Foundations
Theory, Reason prioritises the moral value of liberty with respect
to the news outlets from other political views.

We employ two data-driven approaches, the first based on word
embedding similarity and the second on compositional semantics.
To decide on the most efficient approach, we compare the two mod-
els qualitatively and quantitatively via two separate classification
tasks. Firstly, we employ the obtained lexicons to predict whether
an unseen document originated from AllSides or Reason datasets.
Secondly, in an unsupervised manner, we infer the presence of the
moral value of liberty in Facebook comments on Pages regarding
vaccination. We conclude that the lexicon generation based on the
compositional semantics approach was overall the most efficient
one, and hence the one we propose as the final LibertyMFD lexicon.

In the age of social media, social crisis, disasters, and epidemics,
drive not only affliction in the physical world, but also prompt a del-
uge of opinions, (mis)information, and advice to billions of internet
users [24]. Here, we contribute to the research and policymaking
communities with a resource that facilitates the understanding of
the liberty and moral value of user-generated communications on
controversial phenomena timely and at large scale.

2 THEORETICAL BACKGROUND AND
RELATED LITERATURE

The original Moral Foundations Dictionary (MFD) [14] consists
of a collection of lemmas assembled by experts and was typically
used together with the Linguistic Inquiry and Word Count (LIWC)
software [30] to estimate moral traits and to investigate differences
in moral concerns between different cultural groups. Garten et
al. [12] proposed the Distributed Dictionary Representations (DDR)
method based on psychological dictionaries and semantic similar-
ity to quantify the presence of moral sentiment around a given

1https://www.allsides.com/unbiased-balanced-news
2https://reason.com

topic. Later on, the authors extended the method, incorporating
demographic embeddings into the language representations [13].

In an attempt to address several of the limitations of the MFD,
Araque et al. [1] proposed a data-driven generated lexicon the
MoralStrength, which expanded the original MFD employing the
WordNet synsets and crowdsourced annotations. Different from
the MFD, where each foundation is considered a bipolar of “virtue”
and “vice”, MoralStrength treats each foundation as a continuum,
assigning a numeric value of moral valence to each lemma that
indicates theweight withwhich the lemma is expressing the specific
value. Hopp et al. [18] developed the extended Moral Foundations
Dictionary (eMFD), a lexicon which expanded the MFD based on
crowdsourced annotations. Each lemma in eMFD is assigned a
continuously weighted vector that expresses the probability that
the lemma belongs to any of the five moral foundations.

Notably, none of the above lexicons though included the liberty
moral foundation. A first attempt to derive a lexicon from assessing
the presence of liberty in the text was presented by Araque et al. [2].
They considered pairs of Wikipedia Pages3 and their Conservape-
dia4 counterparts as a natural experiment. They created a series of
word embeddings which were then compared through cosine simi-
larity to a set of seed words defined by experts to generate a lexicon.
Although innovative, their design comes with the obvious concep-
tual limitations of considering the Wikipedia project as expressing
a strongly libertarian position and initiating the embeddings with a
list of manually selected seed words from expert annotators. Here,
we overcome these limitations by considering news outlets with
a clear political orientation provided by experts in the field5. At
the same time, our initial seed words emerge in a data-driven way
from the actual linguistic behavioural patterns employed by the
two sides.

3 MATERIALS AND METHODS
Our initial assumption is that libertarians are highly sensitive to the
moral value of liberty (and lack thereof). Hence, their communica-
tion will contain more words related to the liberty foundation than
people self-identifying with a different part of the political spec-
trum. We propose two entirely data-driven models for assessing
the liberty foundation aiming to obtain a final LibertyMFD lexicon.
The first model (Sect. 3.2) is based on word embeddings, and the
second one (Sect. 3.3) on computational semantics.

3.1 Data Collection
To assess the linguistic patterns of the entire political spectrum of
the U.S., we obtained data from the AllSides and Reason platforms.
Moreover, we included the only available resource with annotations
regarding the liberty moral foundation [27].

3.1.1 NewsDataset. The Reason is anAmerican libertarianmonthly
magazine published by the Reason Foundation. To obtain a repre-
sentative sample of data expressing the libertarian point of view
on multiple societal issues, we downloaded 14,319 articles from the

3Link to the Wikipedia Project.
4Link to the Conservapedia Project.
5Media Bias Chart provided by AllSides
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website, ranging from June 1968 to June 20216. About 50 documents
were discarded, as they contained no text. Each article (averaging
1235 words in length ) consists of a title, publication date, and the
magazine section where it appears. The articles published after
1994 usually contain a summary, one or more keywords and the
author’s name.

AllSides is an American company that assesses the political bias
of prominent media outlets, aligning similar news stories from
sources of the political right, left, and centre in a mission to show
readers news outside their filter bubble. We collected 5,584 “news
roundups”7 published between June 2013 and April 2021. These con-
sist of a short description of the news item, the headline and the first
paragraphs (71 words on average, including headline and descrip-
tion, calculated on all 11,379 individual articles downloaded) of the
original publication and its source. The AllSides media bias chart8
classifies Reason as the only libertarian-leaning source; however,
they opted to assign articles originating from Reasonmagazine with
the “right-leaning” political side. Here, we excluded all 67 articles
from Reason included in the AllSides dataset.

To ensure the stability and generalisability of the approach, we
split this dataset in two (Table 1). The training set, consisting of
80% of the whole News dataset, is used for the generation of the
liberty lexicons. The left out set, i.e. the remaining 20% articles, will
only be used for testing the quality of the generated lexicons.

3.1.2 Vaccine Dataset. To evaluate the obtained lexicon, we also
employ data from Facebook Pages with a clear stance about vaccina-
tion [27]. The data include anonymised posts and comments from
approximately 200 Facebook Pages collected via the Facebook API
from January 2012-June 2019. Overall, there are 607, 105 comments
and posts from vaccines supporting and opposing sides. Approx-
imately 1,500 comments were randomly selected and annotated
manually as to whether the liberty moral foundation is present
or not in the text snippet and whether it is associated with the
“virtue” (liberty) or “vice” (oppression) polarity of the dimension. It
is worth mentioning that this dataset, although limited, is the only
available resource containing annotations about the moral foun-
dation of liberty. In contrast, the most commonly used benchmark
dataset for analysing the moral foundations [17] does not include
the liberty/oppression foundation.

3.2 Word Embedding Similarity
Inspired by the work of Turney et al. [31], the first approach to
generate the LibertyMFD is based on word embedding similarity
among vectors of both AllSides and Reason. This approach requires
an initial set of seed words that represent the domains we aim at
distinguishing, in our case, the liberty/oppression moral dimension
from the others, namely all remaining moral foundations (such as
authority, purity) and non-moral text. Due to the lack of any apri-
ori linguistic information, in previous work [2] experts manually
defined the list of seed words; however, slight variations in the seed
word list may generate very different final lexicons.

6Reason.com. Retrieved May 27th, 2022. Data downloaded according to the Terms of
Use from https://reason.com/archives/.
7https://www.allsides.com/story/admin
8Classification of Reason magazine.

Here, to avoid the shortcomings of an arbitrary selection, we
obtain the set of seed words in a data-driven way, estimating the
frequency shifts [11] of the lemmas between the AllSides and Reason
datasets. Let the relative frequency of awordw in a set of documents
D be:

p
(D)
w =

f
(D)
w∑

w ′∈W (D) f
(D)

w ′

wherew ′ ∈W (d ) are the words in vocabulary setW (D) except for
w . We compute the frequency shift in the relative frequency per
wordw between two different sets of documents:

δpw = p
(2)
w − p

(1)
w

The corresponding seed word lists emerge as salient differences in
word frequency shifts. We apply a minimum frequency threshold
at 100, under which a lemma is filtered out of the seed word list.
Then, we compute each word’s respective vector employing the
word2vec algorithm [21] with a standard parameter setting and a
vector dimension equal to 100. The lexicon is then generated by
estimating the cosine similarity between the word vectors obtained
with the emerged seed words. If SC is the set of seed words for
the “others” orientation, and SL the seed words for the “liberty”
direction, the moral polarity of a word wi is computed from the
documents as ∑

w j ∈SL

sim(wi ,w j ) −
∑

wk ∈SC

sim(wi ,wk )

where sim is the cosine similarity estimated by the word embedding
model. The polarity is a positive number if wi is related to the
“liberty/oppression" seed words and a negative one if the relation
occurs towards the “other” seed words. For simplicity, we will refer
to this model as the WE model.

3.3 Compositional Semantics
The second approach is based on the Compositional Semantics (CS)
method, which has been extensively used to generate emotion
lexicons [3, 29]. We adapt the domain of application to the liberty
moral values; in this case, we consider the documents of Reason as
discussing liberty/oppression more frequently than the documents
from AllSides. The CS method projects the moral values from a
document to its words, assuming that each word is associated with
themoral value expressed in the documents where theword appears
more frequently.

Let us consider a document-by-moral matrixMDM which con-
tains the distribution of the liberty foundation across the Reason
and AllSides datasets. We compute a word-by-document matrix
MWD which contains the number of occurrences for each word in
the vocabulary in a given document, normalised with the number
of words per document. To obtain the word-by-moral matrix, we
perform the following multiplication:

MWM = MWD ·MDM

This allows us to merge words with moral values by summing the
products of the weight of a word with the weight of the moral
values in each document. Finally, we normalise the lexicon scores
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Table 1: Overview of the datasets employed in this study. TheNews datasetwas used for the generation of the lexicons (Training
Set), while for the evaluation of the performance, only the Left-out Set from the News dataset was employed. The Vaccine
dataset was used for the evaluation of the lexicons. For each set, the total number of instances is provided.

Dataset Label No. of instances (%)

News (Train Set - Used to generate the lexicons) Liberty/Oppression (Reason) 11,470 (56%)
Other (AllSides) 9,062 (44%)

News (Left-out Set - Used to evaluate the lexicons) Liberty/Oppression (Reason) 2,849 (56%)
Other (AllSides) 2,284 (44%)

Vaccine (Used to evaluate the lexicons) Liberty/Oppression (annotations) 178 (11%)
Other 1398 (89%)

(column-wise), remove over-representation issues, and scale each
lemma (row-wise) to sum up to one. Previous lexicon validations
showed that this is an adequate normalisation approach [3]. For
simplicity, we will refer to this model as the CS model.

3.4 Evaluation Design
3.4.1 Lexicon Overlap Score and Coverage. We employed a series
of qualitative and quantitative methods to gauge the differences
between the two generated lexicons, namely the WE and the CS
lexicons. For each lexicon, we estimate the average coverage per
dataset as a percentage of the total number of lemmas in the dataset
that also exist in the respective lexicon. Then, we assess the sta-
tistical properties of the liberty score distributions obtained from
two lexicons and provide excerpts covering both polarities of each
lexicon. We also provide the lexicon overlap score (LOS) as defined
in [32]. The simple version of the lexicons overlaps score consid-
ers the size of both lexicons and the words they have in common.
Since the simple LOS does not consider the general direction of the
polarity, we also report the binary LOS.

3.4.2 Unsupervised Document Categorisation. We perform an un-
supervised evaluation of the WE and CS lexicons on the Vaccine
dataset in line with the evaluation approach proposed for the com-
parison of polarity lexicons in sentiment analysis tasks [32]. For
each document, we average the liberty scores assigned to the lem-
mas in the lexicon under evaluation. In our case, a document is a
comment on a Facebook Page post. Hence, we obtain two numeric
scores for each document, describing how much the document ex-
presses the value of liberty according to theWE and the CS lexicons,
respectively. We then binarise the scores according to the median
value of the respective lexicon, deciding for each document whether
it expresses “liberty/oppression" moral values or not. Negation cor-
rection was not applied, as foundation polarities do not directly
translate as opposites (e.g., “not libertarian” is not the same as “op-
pressive”). Here, in a very straightforward way, we assess the extent
to which the two lexicons assign a common or a diverse label to an
unseen document.

3.4.3 Supervised Classification of Liberty. To evaluate the perfor-
mance of the two lexicons, we designed two supervised classifica-
tion tasks. In the first one, a classifier predicts whether an unseen
document from the News dataset was published by Reason (i.e.,
expresses a libertarian position) or from AllSides. The classifier is

trained (and evaluated, using cross-validation) on the left-out set
of articles that were not considered for generating the lexicons.
Similarly, for the Vaccine dataset, we aim to accurately infer the
labels assigned by the expert annotators on whether a post or a
comment contains the liberty foundation (regardless of whether
it is expressed as virtue or vice) or not. This second experiment
aims at determining to what extent the lexicons help identify the
presence of liberty in new datasets and domains, going beyond the
limits of our naïve unsupervised approach.

We trained an SVM classifier [10] with a linear kernel for each
one of the above tasks and each lexicon. The feature vectors are
constructed as follows; each document is represented by a vector
of equal size to the lexicon. For those lemmas in the document
present in the lexicon, the vector contains the respective polarity
score, otherwise zero. Since this type of representation dramatically
simplifies the linguistic information present in the document, we
enhance the classification design with two more experiments. We
extend each vector representation with the “statistical summary”
functions, namely the average, maximum, median, variance, and
a peak-to-peak score of the lexicon values of that document. This
offers the learning models a more complete view of the text.

As a baseline model, we train an SVM classifier using a unigram
representation with a standard vocabulary size of 5,000 tokens. We
report the macro-averaged F-score with 10-fold cross-validation
for all experiments. We also test and report the performance of the
“statistical summary” used in isolation.

4 RESULTS AND DISCUSSION
This study provides a thorough comparison of the two lexicons
employing both supervised and unsupervised approaches.

4.1 Lexicon Overlap Score and Coverage.
Figure 1 depicts the distribution of moral scores for the two gener-
ated resources. The score distributions from the two lexicons are
statistically different (p < 0.001), evident from both the spread and
shape. The WE model has a unimodal distribution with a skewed
average towards the negative values. The liberty values of the CS
model instead have a right-skewed bimodal distribution with an
imposing first mode and a long tail.

Another interesting characteristic is that the average value of the
WE lexicon distribution is skewed to the negative values, while the
first mode of the CS lexicon is 0. Intuitively, this is reasonable, as it
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indicates that most of the lemmas are not indicative of the liberty
foundation. The obtained distributions follow patterns found in
previous lexicons; in fact, the normal distribution of the WE lexicon
is similar to that of SentiWordNet [5], while the CS lexicon has a
similar distribution to the NRC Emotion lexicon [4, 25].

20 10 0 10
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0.0 0.2 0.4 0.6 0.8 1.0
Compositional semantics
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Figure 1: Distributions of the generated lexical resources,
the word embedding similarity, WE model, on the left hand
side and the Compositional Semantics, CS model on the
right hand side. Dashed lines indicate the quartiles of the
distributions.

Checking the coverage of the two models, we observe that the
coverage of the CS lexicon is much higher across all datasets, as
reported in Table 2. The simple LOS states to what extent the
lexicons share a common vocabulary 77.2%, while the binary LOS is
39.5%. At the same time, if we consider the lemmas with a frequency
of appearance above the average for both lexicons, we obtain 93.5%
shared lemmas, with a binary LOS of 44.4%. The above finding
shows that the two lexicons are more in accordance with polarity
scores for the most popular lemmas.

Moreover, the two methods capture different patterns of lan-
guage usage related to liberty. As can be seen in Table 3, “expense”
and “distribution” are both highly related to liberty/oppression.
Given that the lexicons are generated starting from news, these
terms likely refer to economic spending and usage of taxes, but
their relative order is different in the two resources.

4.2 Unsupervised Document Categorisation.
We further evaluate the WE and CS lexicon differences, respec-
tively, in an unsupervised classification task. Here, we aim to infer
whether a document, from the Vaccine dataset, expresses a con-
cept relevant to the moral foundation of liberty. We evaluate the
outcome comparing against the manual annotations provided by
experts. Given the limited linguistic coverage observed already in
Table 2, the performance is expected to be relatively low. Nonethe-
less, this evaluation offers the first indication of the performance
of the two models. An average macro F-score of 45.32 for the CS
lexicon, against 23.46 for the WE one, gives a clear benefit to the
CS model.

4.3 Supervised Classification of Liberty.
We evaluated the obtained lexicons as per their predictive power
in two independent text classification tasks on both the News and
the Vaccine datasets. As described in Sect. 3.4, we compare the

classification performance of the two proposed lexicon generation
methods, including a baseline for reference.

Table 4 reports the average macro F-score and the standard devia-
tion obtained on a 10-fold cross-validation setup. Worth mentioning
is the big difference in performance between the two datasets; this
should not surprise, as the Vaccine dataset is significantly smaller,
is high class imbalanced, and is focused on a domain that is very
different from that of news. The baseline model reaches a high
performance in both datasets; in the case of the News dataset, both
WE and CS generated lexicons that improve the performance over
the baseline. For the Vaccine dataset instead, only the CS models
provides a slightly better average. The difficulty of the WE model
to adapt to a new dataset like the Vaccine may be related to the
limited and fixed amount of information that can be encoded [22].

The ability of the CS model to generalise better in the Vaccine
dataset prediction, outperforming the baseline and the WE model,
demonstrates the importance of having extended coverage. More-
over, the long tail distribution of the moral scores of the CS model
help distinguish more efficiently documents of a lesser-known do-
main not just in terms of vocabulary but also of writing style. Such
ability can be parallelized with the human semantic ability to com-
pose lexical meanings to form a potentially unlimited number of
complex linguistic expressions.

Interestingly, the introduction of basic statistical summary fea-
tures alone is not informative of the liberty foundation; however,
when added to the main feature vectors, it gives the classifier a
complete view of the presence of the liberty foundation in text. To
conclude, both the CS andWEmodel, with or without the statistical
summary, can easily outperform a unigram baseline, showing the
value of both lexicons in the domain of news. When considering a
novel, unseen domain, our findings suggest that the compositional
semantics approach (CS model) provides with a more efficient,
domain-independent lexicon; hereafter we will refer to the output
of the CS model as the LibertyMFD lexicon.

5 CONCLUSIONS
The foundation of Liberty centres on individualism and indepen-
dence and can have multiple facets ranging from social justice
advocacy for immigrants to resistance to oppressive regulations
with prosocial character [8]. Literature on computational social
science highlighted the importance of the liberty foundation in
understanding peoples’ fundamental rationale towards critical so-
cial issues such as attitudes towards vaccination [20], charitable
giving [26], familial coercion and human rights [9].

Although the impact of the liberty foundation goes well beyond
these topics, and despite the increasing body of research around
the main five dimensions of the moral foundation’s theory, there is
still no linguistic resource assessing the liberty foundation. Here,
we address precisely this shortcoming. Having as a cornerstone
assumption that libertarian journals will express more intensively
the value of liberty than the others, we considered the online news
sources as a natural experiment to train and test our models.

Words in the LibertyMFD were selected after extensive exper-
imentation on two different data-driven lexicon generation ap-
proaches. Further, we assessed the performance of the lexicon on a
manually annotated dataset of user-generated text regarding the
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Table 2: Average coverage of the two lexicons over all datasets. Coverage is measured with the number of words from each
document that appear in each lexicon.

Dataset WE lexicon coverage CS lexicon coverage

News Train Set 82.0 96.8
News Left-out Set 82.0 96.6
Vaccine 77.4 90.9

Table 3: Example lemmas from the WE and CS lexicons. We indicatively present some of the lemmas with the highest and
lowest polarity score for the two lexicons.

Model Liberty
Polarity

Lemmas

WE High distribution,knowledge,wealth,control,function,productive,expense,values,producing, skills
WE Low Georgia,senator,Harris,Iowa,governor,congressman,Ohio,impeachment,scandal
CS High corporations,coercion,graduate,develop,incomes,budgets,expense,scientists,advice
CS Low financial,Americans,enemy,responsible,suspect,citizens,racial,bias,suburban,refuse

Table 4: Macro averaged f-score in the News left-out set and
Vaccine datasets. WE and CS models are the lexicons gen-
erated with the embedding similarity and compositional se-
mantics approaches. In bold, we indicate the best perform-
ing model for each dataset.

Model News Dataset Vaccine Dataset

Unigram (baseline) 94.29 (±0.91) 76.07 (± 5.13)

WE model 97.54 (± 0.82) 73.85 (± 5.29)
Stat. summary (WE) 82.35 (± 3.52) 37.62 (± 3.26)
WE model + Stat. summary 98.42 (± 0.44) 74.21 (± 5.03)

CS model 97.40 (± 0.73) 76.70 (± 4.80)
Stat. summary (CS) 82.60 (± 1.76) 44.41 (± 3.32)
CS model + Stat. summary 98.27 (±0.57) 77.51 (± 5.08)

issue of vaccine hesitancy, one of the topics where liberty is known
to be a critical factor [7]. Our findings showed that the lexicon
generated based on the compositional semantics approach had a
broader coverage even in an out of domain dataset. At the same time,
the polarity scores assigned to each lemma appeared to be more
predictive of the liberty moral foundation in unseen documents. As
a future improvement, we aim to refine the lexicon polarity scores
to achieve a more robust association with the two polarities of the
liberty foundation.

The proposed resource is generated for the English language;
although the framework is directly expandable to other languages
it would require retraining of the model on local language datasets
to efficiently grasp the linguistic particularities of each language.
We recommend practitioners who aim to utilise the resource in lan-
guages different than English simply via automatic text translation,

to interpret the results with caution, since the moral expression of
the words may differ across languages.

We contribute to the research and policymakers communities
with an open-source lexicon that can be particularly helpful to
understanding better moral judgments, dispositions, and attitudes
formation from spontaneous digital data. Given the penetration
of social media in our communication and information ecosys-
tem, such resources can be employed to analyse large scale user-
generated texts nowcasting peoples’ attitudes towards fast-evolving
social phenomena with direct implications for the humanitarian
sector.
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