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#### Abstract

The dynamical and structural aspects of cluster synchronization (CS) in complex systems have been intensively investigated in recent years. Here, we study CS of dynamical systems with intra- and inter-cluster couplings. We exploit new metrics that describe the performance of such systems and evaluate them as a function of the strength of the couplings within and between clusters. We obtain analytical results that indicate that spectral differences between the Laplacian matrices associated with the partition between intra- and inter-couplings directly affect the metrics of system performance. Our results show that the dynamics of the system might exhibit an optimal balance that optimizes its performance. Our work provides new insights into the way specific symmetry properties relate to collective behavior, and could lead to new forms to increase the controllability of complex systems and to optimize their stability.
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## 1. Introduction

The relationship between the structure of networks and the dynamics of the systems they represent plays a key role in a variety of collective phenomena exhibited by natural and engineered systems [1-5]. Of particular interest is the observation that in many systems patterns that correspond to synchronized clusters emerge. This phenomenon, known as cluster synchronization (CS), is a widespread (and characteristic) illustration of intra-cluster coherence and inter-clusters incoherence [6-9]. The understanding of the characteristics of CS is of key relevance, as it has been argued that this phenomenon is of central importance for the proper functioning of nonlinear systems that have evolved or been designed, such as the human brain [10-13] and power grids [14-17]. Despite several attempts, it is not year clear whether CS will occur and how to identify or predict in advance its emergence.

On the one hand, a considerable amount of prior work has been devoted to the issue of establishing a compact representation of

[^0]the relationship between the structure and the dynamics [6,7,1821] in systems that display CS. Such a representation facilitates understanding the mechanisms that eventually produce cluster synchronization. For instance, it has been observed that underlying structural symmetries can induce patterns of CS. Interestingly, the reverse is also true, namely, CS can reveal underlying symmetries [9,20]. Patterns of CS have also been shown, both experimentally and theoretically, to be induced by modulating structures and by heterogeneous time-delayed couplings [22,23].

On the other hand, and leaving aside the identification of numerous types of emergent CS patterns, the focus has recently been placed in studying the persistence of CS. Group theory, for example, uses the connection between symmetries and nonlinear performance measures to get new insights into the dynamical behavior of both simple [21] and arbitrarily complex networks [9]. Indeed, applying group theory to dynamically equivalent networks facilitates the detection of cluster synchronization patterns [6]. Additionally, both the degree of cluster symmetry and the spatial distribution of coupling strengths are key factors for the stability of CS. Admittedly, higher symmetries lead to a reduced region of stability [19], whereas intra-cluster couplings that are higher than inter-clusters couplings can induce stronger local exponential stability in networks of heterogeneous Kuramoto oscillators [7].

However, to the best of our knowledge, no prior work has investigated the partitioning of coupling within and between clusters, and its relation to nonlinear performance measures on realistic networks.

In this work, we are concerned with the synchronization of clusters in a general setting, as quantified by two performance metrics. We address the effects of the differences between within and between cluster couplings (henceforth called the balance between such couplings) on two performance metrics. We use irreducible group representations to bridge the connection between structural clusters and the nonlinear performance measures, and provide a general theory that is shown to work for the Kuramoto model and an ecological model. The analytical results are consistent, to a good accuracy, with numerical simulations for several combinations of intra- and inter-cluster couplings.

## 2. Methodology

We consider the following classical dynamical equations
$\dot{\boldsymbol{x}}_{i}(t)=\boldsymbol{F}\left(\boldsymbol{x}_{i}(t)\right)-\sum_{j=1}^{N} k_{i j} A_{i j} \boldsymbol{G}\left(\boldsymbol{x}_{i}(t), \boldsymbol{x}_{j}(t)\right), \quad i=1,2, \ldots, N$,
where $\boldsymbol{x}_{i}$ is an $n$-dimensional column vector characterizing the state of the $i$ th oscillator; $\boldsymbol{F}$ represents the intrinsic dynamics of each oscillator; and $k_{i j}$ quantifies the strength of the coupling between nodes $i$ and $j$. Moreover, $A_{i j}$ are the elements of a symmetric adjacency matrix $A=\left\{A_{i j}\right\}$ which encodes the connectivity pattern of the underlying network, with $A_{i j}$ equal to 1 if oscillators $i$ and $j$ are connected and 0 otherwise. Finally, $\boldsymbol{G}$ is the output function of adjacency oscillators, and is also an $n$-dimensional column vector. Eq. (1) governs the general dynamics of numerous networkcoupled systems and allows, for instance, to establish a connection between network symmetries and cluster formation [9], and to capture how the rules of spatiotemporal signal-propagation depend on a network's topology [24].

As it is know, the structure of a complex system often determines many emergent behaviors and the functioning of the system. For the current phenomenon of interest, CS, the relationship structure-dynamics is no less, that is, the underlying topological features of a network play a key role in the emergence of cluster synchronization. Based on group theory, we can identify symmetries of a network with $N$ nodes and further partition nodes into $M$ clusters, where nodes within the same cluster have identical dynamical behavior [9]. For notational convenience, we use $C_{m}(m=1,2, \ldots, M)$ to denote the set of nodes in the $m$ th cluster, with all nodes in $C_{m}$ having identical states (i.e., identical $\boldsymbol{x}_{i}$ ) that are given by $\mathbf{s}_{m}(t)$ and which correspond to synchronous motion. We introduce $\alpha(i)$, within the range of $[1, M]$, which maps node $i$ onto its corresponding cluster.

We impose small perturbations on the state of each oscillator, which corresponds to a small deviation away from the global state of $M$ synchronized clusters. If $\delta \boldsymbol{x}_{i}$ is the perturbation of the state of the $i$ th oscillator, we have $\boldsymbol{x}_{i}=\boldsymbol{s}_{\alpha(i)}+\delta \boldsymbol{x}_{i}$. We define $\delta \boldsymbol{x}=$ $\left[\delta \boldsymbol{x}_{1}^{T}, \delta \boldsymbol{x}_{2}^{T}, \ldots, \delta \boldsymbol{x}_{N}^{T}\right]^{T}$, which is an $n$-dimensional column vector that contains all perturbations. The corresponding linearized equation of the perturbations is
$\delta \dot{\boldsymbol{x}}=[D \boldsymbol{F}(\boldsymbol{s})-D \boldsymbol{G}(\boldsymbol{s}, \boldsymbol{s})] \delta \boldsymbol{x}$,
where $D \boldsymbol{F}(\boldsymbol{s})=\operatorname{diag}\left[D \boldsymbol{F}\left(\boldsymbol{s}_{\alpha(1)}\right), D \boldsymbol{F}\left(\boldsymbol{s}_{\alpha(2)}\right), \ldots, D \boldsymbol{F}\left(\boldsymbol{s}_{\alpha(N)}\right)\right], D \boldsymbol{F}$ is the $n \times n$ Jacobian matrix of $\boldsymbol{F}$, and $D \mathbf{G}(\boldsymbol{s}, \boldsymbol{s})$ is given by
$D \boldsymbol{G}(\boldsymbol{s}, \boldsymbol{s})_{i j}= \begin{cases}\sum_{j=1}^{N} k_{i j} A_{i j} D \boldsymbol{G}_{1}\left(\boldsymbol{s}_{\alpha(i)}, \boldsymbol{s}_{\alpha(j)}\right), & i=j, \\ k_{i j} A_{i j} D \boldsymbol{G}_{2}\left(\boldsymbol{s}_{\alpha(i)}, \boldsymbol{s}_{\alpha(j)}\right), & i \neq j,\end{cases}$
while $D \boldsymbol{G}_{1}$ and $D \boldsymbol{G}_{2}$ are, respectively, the first and last $n$ columns of the $n \times 2 n$ Jacobian matrix of $\boldsymbol{G}$.

Let us now introduce a coherency metric, $H$, which represents the energy expended when the system relaxes back to its stable state. In terms of a quadratic cost of phase differences between any pair of connecting nodes (following [25]), the metric $H$ is given by

$$
\begin{align*}
H & =\int_{0}^{\infty} \sum_{l=1}^{n} \sum_{i, j=1}^{N} A_{i j}\left[\delta \boldsymbol{x}_{i}^{l}(t)-\delta \boldsymbol{x}_{j}^{l}(t)\right]^{2} \mathrm{~d} t \\
& =2 \sum_{l=1}^{n} \int_{0}^{\infty} \delta \boldsymbol{x}^{I^{T}}(t) L \delta \boldsymbol{x}^{l}(t) \mathrm{d} t \tag{4}
\end{align*}
$$

where $\delta \boldsymbol{x}_{i}^{l}$ is the $l$ th component of $\delta \boldsymbol{x}_{i}$ and $\delta \boldsymbol{x}^{l}=$ $\left[\delta \boldsymbol{x}_{1}^{l}, \delta \boldsymbol{x}_{2}^{l}, \ldots, \delta \boldsymbol{x}_{N}^{l}\right]^{T} . L$ is the Laplacian matrix associated with the adjacency matrix $A$, and it is defined as $L=D-A$ where $D$ is the diagonal matrix whose elements are the nodes' degree.

The coherency metric, $H$, combines intra- and inter-clusters' interaction and separation, but this combination is hidden in the underlying structure. In order to get a deeper insight into the different contributions to $H$, we introduce another performance metric, henceforth denoted by $J$, which is based on a simple 2 norm that captures the phase variance of the whole system. Therefore, we define
$J=\int_{0}^{\infty}\|\delta \boldsymbol{x}(t)\|_{2}^{2} \mathrm{~d} t=\int_{0}^{\infty} \delta \boldsymbol{x}^{T}(t) \delta \boldsymbol{x}(t) \mathrm{d} t$.
Let us now define a new coordinate system. To this end, we capitalize on some studies that have found that a unitary matrix $T$, which depends on $A$, provides a powerful way to transform the linearized equation, Eq. (2), into a convenient new coordinate system. In this new coordinate system, the transformed coupling matrix $B=T A T^{-1}$ has a block diagonal form, reflecting the symmetry structure and revealing the hidden clusters' interaction and separation [9]. Specifically, the upper-left block of $B$ is an $M \times M$ matrix that describes the dynamics within the synchronization manifold. The remaining diagonal blocks describe motion transverse to this manifold. Applying $T$ to Eq. (2), we rewrite this linearized equation as

$$
\begin{equation*}
\dot{\boldsymbol{\eta}}=\mathcal{T}[D \boldsymbol{F}(\boldsymbol{s})-D \boldsymbol{G}(\boldsymbol{s}, \boldsymbol{s})] \mathcal{T}^{-1} \boldsymbol{\eta} \tag{6}
\end{equation*}
$$

where $\mathcal{T}=T \otimes I_{n}$ and $\eta=\mathcal{T} \delta \boldsymbol{x}$. Based on the new coordinate system, Eq. (5) can be rewritten as
$J=\int_{0}^{\infty}[\mathcal{T} \delta \boldsymbol{x}(t)]^{T}[\mathcal{T} \delta \boldsymbol{x}(t)] \mathrm{d} t=\int_{0}^{\infty} \boldsymbol{\eta}^{T}(t) \boldsymbol{\eta}(t) \mathrm{d} t$.
Denoting the first $M n$ and last $(N-M) n$ exponents of $\eta$ by $\eta_{+}$and $\eta_{-}$, respectively, we divide J into
$J_{+}=\int_{0}^{\infty} \boldsymbol{\eta}_{+}^{T}(t) \boldsymbol{\eta}_{+}(t) \mathrm{d} t$ and $J_{-}=\int_{0}^{\infty} \boldsymbol{\eta}_{-}^{T}(t) \boldsymbol{\eta}_{-}(t) \mathrm{d} t$.
$J_{+}$and $J_{-}$sum the intra-clusters integration and intra-clusters separation, respectively, across clusters. While $J$ reveals more details of the hidden intra- and inter-cluster combinations, both the coherency metric $H$ and the transformed metric $J$ capture the system stability but from different perspectives. Note that small values of both metrics represent high levels of robustness of the system against disturbances.

Of further interest is to investigate how a redistribution of the intra- and inter-cluster coupling strengths influence the values of $H$ and $J$. For simplicity, we consider the coupling strength matrix $K_{M \times M}$, where the diagonal elements represent the homogeneous intra-coupling strengths between nodes within the same cluster and the off-diagonal elements stand for the heterogeneous intercoupling strengths between different clusters. The minimization
problem (recall that the smaller the value, the higher the robustness) can be formulated as
min $H$ subject to $\varphi(K)=c$
where $\varphi($.$) is a constraint function on elements of K$ and $c$ is a constant. To address the minimization problem, we can further solve the lagrangian
$\mathcal{L}(K, \lambda)=H-\lambda\left[\varphi\left(K_{11}, \ldots K_{M M}\right)-c\right]$,
and obtain the optimal solution satisfying

$$
\left\{\begin{array}{l}
\frac{\partial \mathcal{L}}{\partial K_{i j}}=\frac{\partial H}{\partial K_{i j}}-\lambda \frac{\partial \varphi}{\partial K_{i j}}=0, \quad i, j=1,2, \ldots, M  \tag{11}\\
\frac{\partial \mathcal{L}}{\lambda}=\varphi(K)-c=0
\end{array}\right.
$$

The above procedure can also be applied to the optimization solution for minimizing $J$.

## 3. Application to two paradigmatic dynamics

### 3.1. Kuramoto model

To further analyze the stability of the system with respect to the balance between intra- and inter-couplings, we first consider the classical Kuramoto model, which is governed by the equations
$\dot{\theta}_{i}=P_{i}-\sum_{j=1}^{N} k_{i j} A_{i j} \sin \left(\theta_{j}-\theta_{i}\right), \quad i=1,2, \ldots, N$,
in which $F\left(\theta_{i}\right)=P_{i}$, and $G\left(\theta_{i}, \theta_{j}\right)=\sin \left(\theta_{j}-\theta_{i}\right)$. When the system operates within the regime of stable synchronization, we can build the corresponding Jacobian matrix and, from Eq. (3), get that $D G_{1}\left(\theta_{i}, \theta_{j}\right)=-\cos \left(\theta_{j}-\theta_{i}\right) \approx-1$ and $D G_{2}\left(\theta_{i}, \theta_{j}\right)=\cos \left(\theta_{j}-\theta_{i}\right) \approx 1$.

Regarding the coupling balance, one should (in theory) use the Lagrangian of the problem to determine all elements of the coupling-strength matrix K. Although this problem may be solvable, in general, the results obtained are hard to interpret. For simplicity, we only consider diagonal elements of $K$ equal to $k_{1}$ (the coupling strength within clusters), and the off-diagonal elements of $K$ equal to $k_{2}$ (the coupling strength between clusters). After an arbitrary set of disturbances, $\delta \boldsymbol{\theta}(0)=\boldsymbol{v}$, where $\boldsymbol{v}=$ $\left[v_{1}, v_{2}, \ldots, v_{N}\right]^{T} \in \mathbb{R}^{N}$ represents the magnitudes of the disturbances on nodes, one can obtain the explicit solution of $\delta \boldsymbol{\theta}$ from Eq. (2) as
$\delta \boldsymbol{\theta}=e^{-\left(k_{1} L_{1}+k_{2} L_{2}\right) t} \boldsymbol{v}=e^{-L_{k} t} \boldsymbol{v}$,
where $L_{1}$ and $L_{2}$ are the intra-cluster and inter-cluster parts of the Laplacian matrix $L_{k}$, and $L_{k}=k_{1} L_{1}+k_{2} L_{2}$. Here, $L_{1}=D^{(1)}-$ $A^{(1)}$ and $L_{2}=D^{(2)}-A^{(2)}$. Specifically, $D^{(1)}=\operatorname{diag}\left\{d_{i}^{(1)}\right\}$, where $d_{i}^{(1)}$ counts the number of intra-clusters links connecting $i$ within the same cluster $C_{\alpha(i)}$, and $A^{(1)}=\left\{A_{i j}^{(1)}\right\}$, with $A_{i j}^{(1)}$ representing intraclusters links between nodes $i$ and $j$ within $C_{\alpha(i)} . D^{(2)}$ is defined in the same way but for inter-cluster connections, that is, $D^{(2)}=$ $\operatorname{diag}\left\{d_{i}^{(2)}\right\}$ counts the number of inter-clusters edges linking node $i$ to nodes that belong to different clusters, and $A^{(2)}=\left\{A_{i j}^{(2)}\right\}$ represents inter-cluster edges.

Given the explicit solution of $\delta \boldsymbol{\theta}$, we can calculate the coherency metric as
$H=2 \int_{0}^{\infty} \delta \boldsymbol{\theta}^{T}(t) L \delta \boldsymbol{\theta}(t) d t=\boldsymbol{v}^{T}\left(\sum_{i=2}^{N} \frac{1}{\lambda_{i}} u_{i} u_{i}^{T}\right) L \boldsymbol{v}$,
(see S2 for the detailed calculation) where $\lambda_{i}$ and $u_{i}(i=$ $2,3, \ldots, N$ ) are the eigenvalues of $L_{k}$ from the smallest to the largest except for $\lambda_{1}=0$ and the corresponding eigenvectors, respectively.

We implement the constraint $k_{1}+k_{2}=1$, that forces a partition of couplings, and allows the investigation of the effects of the intra and inter-coupling balance on the coherency metric $H$. We proceed by obtaining the first and the second derivatives of $H$ with respect to $k_{1}$ (see S2), which leads to
$\left\{\begin{array}{l}\frac{d H\left(k_{1}\right)}{d k_{1}}=-\boldsymbol{v}^{T}\left(\sum_{i=2}^{N} \frac{1}{\lambda_{i}^{2}} u_{i} u_{i}^{T}\right)\left(L_{1}-L_{2}\right) L \boldsymbol{v}, \\ \frac{d^{2} H\left(k_{1}\right)}{d k_{1}^{2}}=2 \boldsymbol{v}^{T}\left(\sum_{i=2}^{N} \frac{1}{\lambda_{i}^{3}} u_{i} u_{i}^{T}\right)\left(L_{1}-L_{2}\right)^{2} L \boldsymbol{v} .\end{array}\right.$
Eq. (15) constitute the theoretical solution for $H$ as a function of $k_{1}$, being the $\lambda_{i}$ the eigenvalues of the matrix $L_{k}=k_{1}\left(L_{1}-L_{2}\right)+$ $L_{2}$. By varying $k_{1}$ (for instance, increasing it), one can explore how the interplay of the spectra of $L_{1}-L_{2}$ and $L_{2}$ might lead to nontrivial phenomena. Of particular interest, as noted before, is the set of parameters that optimize the system's stability. This can be represented as
$\min H$ subject to $k_{1}+k_{2}=1$ with $0 \leqslant k_{1}, k_{2}<1$,
Similarly, the explicit solution of state change is
$J=\int_{0}^{\infty}[T \delta \boldsymbol{\theta}(t)]^{T}[T \delta \boldsymbol{\theta}(t)] d t=\frac{1}{2} \boldsymbol{v}^{T}\left(\sum_{i=2}^{N} \frac{1}{\lambda_{i}} u_{i} u_{i}^{T}\right) \boldsymbol{v}$.
With the matrices
$Q_{+}=\left[I_{M} \mid O_{M \times(N-M)}\right], \quad Q_{-}=\left[O_{(N-M) \times M} \mid I_{(N-M)}\right]$,
where $I$ is the identity matrix and $O$ is the zero matrix. The quantities $J_{+}$and $J_{-}$can be expressed as
$J_{+}=\int_{0}^{\infty} \boldsymbol{\eta}_{+}^{T}(t) \boldsymbol{\eta}_{+}(t) d t=\int_{0}^{\infty} \delta \boldsymbol{\theta}^{T}(t) T^{T} Q_{+}^{T} Q_{+} T \delta \boldsymbol{\theta}(t) d t$,
$J_{-}=\int_{0}^{\infty} \boldsymbol{\eta}_{-}^{T}(t) \boldsymbol{\eta}_{-}(t) d t=\int_{0}^{\infty} \delta \boldsymbol{\theta}^{T}(t) T^{T} Q^{T} Q_{-} T \delta \boldsymbol{\theta}(t) d t$.
In order to check the accuracy of the proposed theoretical framework, we next use a toy network model composed of 12 nodes. Fig. 1(a) shows the topology of the network, with nodes of the same color belonging to the same cluster. The dark-color edges link nodes within each clusters while the light-color edges link nodes between clusters. If a perturbation of nodes is restricted to be within only one cluster, then we can use one unitary matrix $T$ of the toy model and determine which clusters will be influenced (this depends on the nature of the perturbation). Fig. 1(b) illustrates the time series of each node (with color corresponding to different clusters) after two kinds of perturbations are applied as follows. At $t=0$, we apply perturbations to nodes of the purple cluster with $\sum_{i=7}^{12} v_{i}=0$; purple nodes are affected but other nodes remain unaffected. At $t=2.0$, we again apply perturbations to purple nodes with $\sum_{i=7}^{12} v_{i} \neq 0$ and all nodes are affected. After application of the second perturbation, the system approaches a new synchronized state, and the coherency metric and state change quantify the state displacement during this process. Perturbations $\left\{v_{i}\right\}$ are in general assumed to obey a normal distribution $N(0, \sigma)$. The strength of perturbations or variations $\sigma$ is crucial to the system stability. Fig. $1(\mathrm{c}, \mathrm{d})$ illustrates the validation of numerical and theoretical solution of $H$ and $J$ with $\sigma$ given, $k_{1}=0.9$ and $k_{2}=0.1$. With the increase of $\sigma$, the difference between the numerical and theoretical solution increases progressively as well as the standard deviation.

As noted before, the solutions Eq. (15) might depend on the interplay/balance between $L_{1}$ and $L_{2}$, which on its turn is determined by how $k_{1}^{*}$ is changed. Here, we fix $L_{2}$ and proceed as follows to vary $L_{1}$ : i) we increase the connection strength by multiplying by


Fig. 1. Experimental observation of the model network. (a) The model network composed of 12 nodes with color representing cluster partition. (b) Disturbing the purple cluster subject to different conditions ( $\sum_{i=7}^{12} v_{i}=0$ at $t=0$ and $\sum_{i=7}^{12} v_{i} \neq 0$ at $t=2$ ) results in different steady states. (c) Variation between the numerical and the theoretical solutions of $H$ with $\sigma$ for the case of $k_{1}=0.9$ and $k_{2}=0.1$, where $\left\{v_{i}\right\}$ obey a normal distribution $N(0, \sigma)$. Each curve corresponds to the average over 100 realizations and the error bars represent the standard deviation. (d) Variation between the numerical and the theoretical solutions of $J$ with $\sigma$ in the same situation. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)


Fig. 2. Coherency metric and state change with $\omega=1, \omega=3$ and $\omega=5$ for a given $\boldsymbol{v}$. (a) Coherency metric $H$ with different $\omega$. (b) Change of the minimum $k_{1}^{*}$ with $\omega$ ranging from 1 to 5 . (c) Relation between $k_{1}^{*}$ and $\left.\frac{d H\left(k_{1}\right)}{d k_{1}}\right|_{k_{1}=\varepsilon}$ (set $\varepsilon=0.01$ ) with $\omega=5$ and $\left\{v_{i}\right\}$ obeying the normal distribution $N(0,0.1)$ for 300 realizations. (d) State change $J$ with different values of $\omega$. (e) Intra-cluster state change $J_{+}$with different $\omega$ s. (f) Inter-cluster state change $J_{-}$with different $\omega$.


Fig. 3. Coherency metric and state change with different average inter-cluster degrees for the purple cluster in Fig. 1 and for a given $\boldsymbol{v}$. (a) Average inter-cluster degree equals to 2. (b) Average inter-cluster degree equals to 3. (c) Average inter-cluster degree equals to 4 . (d) Average inter-cluster degree equals to 5 . (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)


Fig. 4. The figure shows a schematic representation of a mutualistic network (panel a) and results for the coherency and state change metrics for two different mutualism networks (panels (b through e). We have set $B_{i}=B=0.01, r_{i}=r=0.01, C_{i}=C=5, G_{i}=G=1, D_{i}=D=5, E_{i}=E=0.9$ and $H_{i}=H=0.1$. v obeys a normal distribution $N(0,0.01)$. (b) Coherency metric for a network composed of 16 plants and 44 pollinators with 278 mutualistic interactions (network MPL46). (c) State change for the same network used in panel b. (d) Coherency metric for the network composed of 11 plants and 38 pollinators with 106 mutualistic interactions (network MPL08). (e) State change for the same network used in panel d.
an arbitrary coefficient $\omega$, i.e., $L_{k}=k_{1} \omega L_{1}+k_{2} L_{2}$, and ii) increase the connectivity of $L_{1}$. Fig. 2(a) shows the coherency metric curve with respect to $\omega$. When $\omega$ is relatively small, $H$ increases monotonically with $k_{1}$. However, when $\omega$ is relatively large, $H$ first decreases and then increases with $\omega$. In this case, $H$ has one optimal solution located at $k_{1}^{*}$. Moreover, the value of $k_{1}^{*}$ increases with $\omega$, an the value of $\omega$ at which there is an optimal solution is larger than the critical point $\omega^{*}$, see Fig. 2(b). Note that the critical value $\omega^{*}$ satisfies $0=\left.\frac{\partial H\left(k_{1}, \omega\right)}{\partial k_{1}}\right|_{k_{1}=\varepsilon, \omega=\omega^{*}}$, where $\varepsilon$ is close to 0 .

Fig. 2(c) indicates that when $\left.\frac{d H\left(k_{1}\right)}{d k_{1}}\right|_{k_{1}=\varepsilon}<0$, the smaller the slope of $H(\varepsilon)$, the closer $k_{1}^{*}$ is to 0 . We also calculate $J$ when $\omega$ is varied. The explicit solutions of $H$ and $J$, discussed above, indicate that there is only the difference of a constant in the Laplacian matrix between them. Thus, they share the same patterns, as illustrated in Fig. 2(d). The metric $J$ corresponds to global properties of the whole system and consists of the intra-clusters integration across clusters $J_{+}$and of the intra-clusters separation across clusters $J_{-}$. Further observation of $J_{+}$and $J_{-}$reveals that the intercluster part is affected by different $\omega$ s, as illustrated in Fig. 2(e) and (f), due to the extra weight added to $L_{1}$ (the inter-cluster part of the Laplacian matrix). This also implies that the dynamics between and within clusters are, in a sense, separated.

In addition to the connection strength, we have also varied the connectivity of the network. Results are shown in Fig. 3. In particular, we find different coherency metric curves as well as state change curves with respect to different average degrees of the perturbed (purple) cluster. When the average degree is relatively small, both $H$ and $J$ increase monotonically with $k_{1}$. However, when this average degree is relatively large (the fully connected network in Fig. 3(d)), $H$ and $J$ exhibit non-trivial solutions with a minimum at $k_{1}^{*}$. This situation is similar to that observed in Fig. 2 for high values of $\omega$.

### 3.2. Dynamics of mutualism networks

In addition to the Kuramoto model, we also consider another paradigmatic dynamics corresponding to a real system, e.g., that of mutualistic interactions among species in an ecological network.

We consider the following equations [26] to describe the evolution of the number of individuals, or abundance, of species $i, x_{i}(t)$,
$\dot{x}_{i}=B_{i}+r_{i} x_{i}\left(1-\frac{x_{i}}{C_{i}}\right)\left(\frac{x_{i}}{G_{i}}-1\right)+\sum_{j=1}^{N} A_{i j} \frac{x_{i} x_{j}}{D_{i}+E_{i} x_{i}+H_{j} x_{j}}$,
where, on the right hand side of the equation, the first term, $B_{i}$, captures the incoming migration rate of $i$ from neighboring ecosystems; the second term accounts for the system's logistic growth with a carrying capacity $C_{i}$, and the Allee effect indicates that, for low population ( $x_{i}<G_{i}<C_{i}$ ), the population size of species $i$ decreases; the third term encodes the mutualistic dynamics, which is modulated by the mutualistic interactions $(i, j)$ given by the matrix $A$. Here, we use symbiotic interactions $A_{i j}$ constructed from plant-pollinator relationships as a classic kind of mutualistic relationships. Plants need pollinators to reproduce and pollinators feed mainly on nectar from plants.

In this system, the abundance $x_{i}$ corresponds to one species $i$ or cluster. Therefore, the second term quantifies the intra-species influence and the third term accounts for inter-species relations. Based on this system, we aim to quantify the balance of intraand inter-cluster effects on the stability of the system. With this goal in mind, we additionally include the intra-species coupling strength $k_{1}$ in the second term of the above system of equations and the inter-species coupling strength $k_{2}$ to its third term. The additional coupling strengths $k_{1}$ and $k_{2}$ could account for exogenous factors with the capability of impacting the abundance of species in the system. For instance, favorable environmental conditions might create a better scenario in which pollinators and plants reproduce more. This would correspond to an increase of the intraspecies coupling strength $k_{1}$. We also note that the same conditions that favor the increase of $k_{1}$ might imply a reduction of $k_{2}$. Thus, the final equations are
$\dot{x}_{i}=B_{i}+k_{1} r_{i} x_{i}\left(1-\frac{x_{i}}{C_{i}}\right)\left(\frac{x_{i}}{G_{i}}-1\right)+k_{2} \sum_{j=1}^{N} A_{i j} \frac{x_{i} x_{j}}{D_{i}+E_{i} x_{i}+H_{j} x_{j}}$.

We shall investigate the system stability by adjusting the balance between $k_{1}$ and $k_{2}$. Here, following the above procedure, we have the constraint $k_{1}+k_{2}=1$. Moreover, the underlying species interactions accounts for ecological interactions that are obtained from the web of life project. Specifically, each dataset is represented by a rectangular matrix $M$, with $M_{i j}$ representing the mutualistic relationship between plant $i$ and pollinator $j$. We construct the adjacency matrix $A$ as
$A=\left[\begin{array}{cc}0 & M \\ M^{T} & 0\end{array}\right]$.
In other words, $A$ represents interactions between different species (plants and pollinators) and competitive interactions between plants and pollinators are not given by the interaction matrix. However, if one projects links between the plants as the edges connected by pollinators, it is possible to define the pollinators' projection network. The ( $i, j$ ) element of the corresponding adjacency matrix $C_{p o}$ equals 1 if pollinator $i$ and pollinator $j$ pollinate the same plant, or equals to 0 otherwise. Similarly, one can also define plants' projection links of the corresponding adjacency matrix $C_{p l}$. Altogether, the system of interactions can be considered as a two-layer network, whose sketch map is shown in Fig. 4(a). The corresponding adjacency matrix is
$\tilde{A}=\left[\begin{array}{cc}C_{p e} & M \\ M^{T} & C_{p o}\end{array}\right]$.
To investigate the balance with respect to intra- and inter-species coupling, we follow the above process. Specifically, we numerically integrate Eq. (22) and consider the following nonlinear programming problem
min $H$ subject to $k_{1}+k_{2}=1$ with $0 \leqslant k_{1}, k_{2}<1$.
The same process can also be followed for $J$. Note that here each node represents one species (cluster), and therein $J=J_{+}$and $J_{-}=0$.

There are 149 mutualistic networks provided by the web of life project. We have arbitrarily selected some of such networks for our numerical analysis. Results show that, depending on the selected networks, the coherency metric curves could either decrease first and then increase, or increase monotonically as shown in Fig. 5. The phenomena remain consistent for state change J. Fig. 5 shows these two limiting results obtained for two networks of the dataset (see S4 for more curves corresponding to different networks).

## 4. Conclusions

Summarizing, in this manuscript we have investigated what is the impact that changes of the balance between intra- and intercluster coupling strengths induce on the stability of the system. In particular, we partition nodes into clusters using irreducible representation theory and linearize the system in the region of cluster synchronization. Depending on the nature of perturbations, only one or multiple clusters will be affected. We have exploited and evaluated two different metrics, namely $H$, which describes the energy that the system consumes to get back to a steady state, and $J$, which captures the state variations. The two metrics quantify stability, but from different points of view with respect to the coupling strength. Our results show that for both metrics the system could exhibit nontrivial behavior with variations of the
intra- and inter-coupling strengths. The proposed theoretical approach has been applied to analyze two explicit dynamical models, e.g., the Kuramoto model and the dynamics of a mutualistic ecological network. For the first case, we have used a synthetic network, whereas the latter implements realistic systems. Our results could provide new hints in the quest to control the dynamics of networked systems.
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## Appendix A. Details of mathematical derivations and further results.

## S1. A, T and B of the example

Using a discrete algebra software, it is straightforward to determine the symmetries of $A$ and the transformation matrix $T$. We show the results applied to the network showed in Fig. 1(a):

$$
A=\left[\begin{array}{llllllllllll}
0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0  \tag{26}\\
1 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 1 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 1 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 0
\end{array}\right] .
$$

There is one trivial cluster ( $\{1\}$ ) and three non-trivial clusters ( $\{2,3\},\{4,5,6\}$ and $\{7,8,9,10,11,12\})$. The transformation matrix is

$$
T=\left[\begin{array}{cccccccccccc}
0 & 0 & 0 & 0 & 0 & 0 & -\frac{\sqrt{6}}{6} & -\frac{\sqrt{6}}{6} & -\frac{\sqrt{6}}{6} & -\frac{\sqrt{6}}{6} & -\frac{\sqrt{6}}{6} & -\frac{\sqrt{6}}{6}  \tag{27}\\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -\frac{\sqrt{2}}{2} & -\frac{\sqrt{2}}{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\frac{\sqrt{3}}{3} & -\frac{\sqrt{3}}{3} & -\frac{\sqrt{3}}{3} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -\frac{\sqrt{6}}{6} & \frac{\sqrt{6}}{6} & -\frac{\sqrt{6}}{6} & \frac{\sqrt{6}}{6} & -\frac{\sqrt{6}}{6} & \frac{\sqrt{6}}{6} \\
0 & -\frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\frac{\sqrt{6}}{3} & \frac{\sqrt{6}}{6} & \frac{\sqrt{6}}{6} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{\sqrt{2}}{2} & -\frac{\sqrt{2}}{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -\frac{1}{2} & \frac{1}{2} & 0 & -\frac{1}{2} & \frac{1}{2} \\
0 & 0 & 0 & 0 & 0 & 0 & -\frac{\sqrt{3}}{3} & \frac{\sqrt{3}}{6} & \frac{\sqrt{3}}{6} & -\frac{\sqrt{3}}{3} & \frac{\sqrt{3}}{6} & \frac{\sqrt{3}}{6} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -\frac{1}{2} & -\frac{1}{2} & 0 & \frac{1}{2} & \frac{1}{2} \\
0 & 0 & 0 & 0 & 0 & 0 & -\frac{\sqrt{3}}{3} & -\frac{\sqrt{3}}{6} & \frac{\sqrt{3}}{6} & \frac{\sqrt{3}}{3} & \frac{\sqrt{3}}{6} & -\frac{\sqrt{3}}{6}
\end{array}\right],
$$

and the block diagonal coupling matrix is
$B=\left[\begin{array}{cccccccccccc}2 & 0 & 2 \sqrt{3} & 3 \sqrt{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & -\sqrt{2} & -\sqrt{3} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 2 \sqrt{3} & -\sqrt{2} & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 3 \sqrt{2} & -\sqrt{3} & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & -2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1\end{array}\right]$.
S2. Detailed proof of the explicit solution of $\mathbf{H}$ and its derivative
The key point of the equality in Eqs. (14) and (15) lies in whether $L_{1}$ commutes with $L_{2}$. The Laplacian matrix of the network is

$$
L=\left[\begin{array}{cccccccccccc}
5 & -1 & -1 & -1 & -1 & -1 & 0 & 0 & 0 & 0 & 0 & 0  \tag{29}\\
-1 & 8 & -1 & 0 & 0 & 0 & -1 & -1 & -1 & -1 & -1 & -1 \\
-1 & -1 & 8 & 0 & 0 & 0 & -1 & -1 & -1 & -1 & -1 & -1 \\
-1 & 0 & 0 & 9 & -1 & -1 & -1 & -1 & -1 & -1 & -1 & -1 \\
-1 & 0 & 0 & -1 & 9 & -1 & -1 & -1 & -1 & -1 & -1 & -1 \\
-1 & 0 & 0 & -1 & -1 & 9 & -1 & -1 & -1 & -1 & -1 & -1 \\
0 & -1 & -1 & -1 & -1 & -1 & 7 & -1 & 0 & 0 & 0 & -1 \\
0 & -1 & -1 & -1 & -1 & -1 & -1 & 7 & -1 & 0 & 0 & 0 \\
0 & -1 & -1 & -1 & -1 & -1 & 0 & -1 & 7 & -1 & 0 & 0 \\
0 & -1 & -1 & -1 & -1 & -1 & 0 & 0 & -1 & 7 & -1 & 0 \\
0 & -1 & -1 & -1 & -1 & -1 & 0 & 0 & 0 & -1 & 7 & -1 \\
0 & -1 & -1 & -1 & -1 & -1 & -1 & 0 & 0 & 0 & -1 & 7
\end{array}\right] .
$$

The intra-cluster part is

$$
L_{1}=\left[\begin{array}{cccccccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{30}\\
0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 2 & -1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 2 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & -1 & 2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 2 & -1 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 2 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 2 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 2 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 2 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & -1 & 2
\end{array}\right],
$$

and the inter-cluster part is
$L_{2}=\left[\begin{array}{cccccccccccc}5 & -1 & -1 & -1 & -1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\ -1 & 7 & 0 & 0 & 0 & 0 & -1 & -1 & -1 & -1 & -1 & -1 \\ -1 & 0 & 7 & 0 & 0 & 0 & -1 & -1 & -1 & -1 & -1 & -1 \\ -1 & 0 & 0 & 7 & 0 & 0 & -1 & -1 & -1 & -1 & -1 & -1 \\ -1 & 0 & 0 & 0 & 7 & 0 & -1 & -1 & -1 & -1 & -1 & -1 \\ -1 & 0 & 0 & 0 & 0 & 7 & -1 & -1 & -1 & -1 & -1 & -1 \\ 0 & -1 & -1 & -1 & -1 & -1 & 5 & 0 & 0 & 0 & 0 & 0 \\ 0 & -1 & -1 & -1 & -1 & -1 & 0 & 5 & 0 & 0 & 0 & 0 \\ 0 & -1 & -1 & -1 & -1 & -1 & 0 & 0 & 5 & 0 & 0 & 0 \\ 0 & -1 & -1 & -1 & -1 & -1 & 0 & 0 & 0 & 5 & 0 & 0 \\ 0 & -1 & -1 & -1 & -1 & -1 & 0 & 0 & 0 & 0 & 5 & 0 \\ 0 & -1 & -1 & -1 & -1 & -1 & 0 & 0 & 0 & 0 & 0 & 5\end{array}\right]$.
Since two symmetric matrices are commutative if and only if their matrix product is symmetric, we just need to prove that $L_{1} L_{2}$ is symmetric. In other words, if we let $L_{1}=\left[\ell_{1}^{(1)}, \ell_{2}^{(1)}, \ldots, \ell_{N}^{(1)}\right]$ and $L_{2}=\left[\ell_{1}^{(2)}, \ell_{2}^{(2)}, \ldots, \ell_{N}^{(2)}\right]$, we need to prove $\ell_{i}^{(1)^{T}} \ell_{j}^{(2)}=\ell_{j}^{(1)^{T}} \ell_{i}^{(2)}$ for any $1 \leq i, j \leq N$. Consider the following two situations:
i) Node $i$ and node $j$ belong to different clusters. We set cluster $C_{\alpha(i)}=\left[i_{1}, i_{2}, \ldots, i_{N_{\alpha(i)}}\right]$. Because of the definition of $L_{1}$, only the $i_{1}$ th, $i_{2}$ th, $\ldots, i_{N_{\alpha(i)}}$ th components of $\ell_{i}^{(1)}$ have nonzero values and their sum equals 0 . The corresponding components of $\ell_{j}^{(2)}$ all equal to -1 if cluster $C_{\alpha(i)}$ and cluster $C_{\alpha(j)}$ are connected, or 0 otherwise. No matter whether cluster $C_{\alpha(i)}$ and cluster $C_{\alpha(j)}$ are connected, $\ell_{i}^{(1)^{T}} \ell_{j}^{(2)}=0$. Similarly, we get $\ell_{j}^{(1)^{T}} \ell_{i}^{(2)}=0$ and $\ell_{i}^{(1)^{T}} \ell_{j}^{(2)}=\ell_{j}^{(1)^{T}} \ell_{i}^{(2)}$.
ii) Node $i$ and node $j$ belong to the same cluster. As mentioned in i ), only the $i_{1}$ th, $i_{2}$ th, $\ldots, i_{N_{\alpha(i)}}$ th components of $\ell_{i}^{(1)}$ have nonzero values. The corresponding components of $\ell_{j}^{(2)}$ are equal to $d_{j}^{(2)}$ if they are diagonal elements of $L$, or 0 otherwise. $\ell_{i}^{(1)^{T}} \ell_{j}^{(2)}$ equals to $-d_{j}^{(2)}$ if node $i$ and node $j$ are connected, or 0 otherwise. Similarly, we get the same case of $\ell_{j}^{(1)^{T}} \ell_{i}^{(2)}$ and $\ell_{i}^{(1)^{T}} \ell_{j}^{(2)}=\ell_{j}^{(1)^{T}} \ell_{i}^{(2)}$.
To sum up, $L_{1}$ and $L_{2}$ are commutative. $L$ and $L_{k}$ are the linear combination of $L_{1}$ and $L_{2}$ so that every pair of these four matrices is commutative. Next, we prove Eqs. (14) and (15). Substituting Eq. (13) into Eq. (4), we obtain
$H=2 \int_{0}^{\infty} \delta \theta^{T} L \delta \theta \mathrm{~d} t=2 \int_{0}^{\infty} \boldsymbol{v}^{T} e^{-L_{k} t} L e^{-L_{k} t} \boldsymbol{v} \mathrm{~d} t$.
The expansion of $e^{-L_{k} t}$ in matrix power series reads
$e^{-L_{k} t}=\sum_{n=0} \frac{1}{n!}\left(-L_{k} t\right)^{n}=\sum_{n=0} \frac{(-t)^{n}}{n!}\left(k_{1} L_{1}+k_{2} L_{2}\right)^{n}=\sum_{n=0} \frac{(-t)^{n}}{n!} \sum_{m=0}^{n}\left(k_{1} L_{1}\right)^{m}\left(k_{2} L_{2}\right)^{n-m}$,
and $e^{-L_{k} t}$ commutes with $L$. This gives
$H=2 \boldsymbol{v}^{T} \int_{0}^{\infty} e^{-2 L_{k} t} d t L \boldsymbol{v}$.
According to the theory of spectral decomposition, $e^{-2 L_{k} t}=\sum_{i=2}^{N} e^{-2 \lambda_{i}} u_{i} u_{i}^{T}$, where $\lambda_{i}$ and $u_{i}(i=2,3, \ldots, N)$ are the eigenvalues of $L_{k}$ from the smallest to the largest (except for $\lambda_{1}=0$ ) and $u_{i}$ their corresponding eigenvectors. Furthermore, as $L_{k}$ is positive semidefinite, all eigenvalues of $L_{k}$ are non-negative. Actually, except for $\lambda_{1}=0$, the rest of eigenvalues are all positive so that the integral $\int_{0}^{\infty} e^{-2 \lambda_{i} t} \mathrm{~d} t$ is convergent. These conclusions combined lead to
$H=2 \boldsymbol{v}^{T} \int_{0}^{\infty} \sum_{i=2}^{N} e^{-2 \lambda_{i} t} u_{i} u_{i}^{T} d t \quad L \boldsymbol{v}=2 \boldsymbol{v}^{T} \sum_{i=2}^{N} \int_{0}^{\infty} e^{-2 \lambda_{i} t} d t u_{i} u_{i}^{T} L \boldsymbol{v}=\boldsymbol{v}^{T}\left(\sum_{i=2}^{N} \frac{1}{\lambda_{i}} u_{i} u_{i}^{T}\right) L \boldsymbol{v}$.
Similarly, the first derivative of $H$ is
$\frac{d H\left(k_{1}\right)}{d k_{1}}=2 \boldsymbol{v}^{T} \int_{0}^{\infty} \frac{d}{d k_{1}}\left(e^{-2\left[k_{1}\left(L_{1}-L_{2}\right)+L_{2}\right] t}\right) d t \quad L \boldsymbol{v}=-\boldsymbol{v}^{T}\left(\sum_{i=2}^{N} \frac{1}{\lambda_{i}^{2}} u_{i} u_{i}^{T}\right)\left(L_{1}-L_{2}\right) L \boldsymbol{v}$,
and the second derivative of $H$ is
$\frac{d^{2} H\left(k_{1}\right)}{d k_{1}^{2}}=-4 \boldsymbol{v}^{T} \int_{0}^{\infty} \frac{d}{d k_{1}}\left(e^{-2 L_{k} t}\right) t d t\left(L_{1}-L_{2}\right) L \boldsymbol{v}=2 \boldsymbol{v}^{T}\left(\sum_{i=2}^{N} \frac{1}{\lambda_{i}^{3}} u_{i} u_{i}^{T}\right)\left(L_{1}-L_{2}\right)^{2} L \boldsymbol{v}$.
S3. Further explanation of the choice of $\mathbf{v}$.
The choice of $v$ has a direct effect on whether $H$ has the minimum value in ( 0,1 ). The key point lies in the sign of $\left.\frac{d H\left(k_{1}\right)}{d k_{1}}\right|_{k_{1}=\varepsilon}$.
Let $Q=\sum_{i=2}^{N} \frac{1}{\lambda_{i}^{2}} u_{i} u_{i}^{T}\left(L_{1}-L_{2}\right) L$. $Q$ is symmetric so that its eigenvectors compose an orthogonal basis. Denote its eigenvalues and eigenvectors by $\left\{\mu_{i}\right\}_{i=1}^{N}$ and $\left\{q_{i}\right\}_{i=1}^{N} . v$ can be rewritten as the linear combination of $\left\{q_{i}\right\}_{i=1}^{N}$, i.e., $\boldsymbol{v}=\sum_{i} \beta_{i} q_{i} . \frac{d H\left(k_{1}\right)}{d k_{1}}$ can be expressed as:

$$
\begin{equation*}
\frac{d H\left(k_{1}\right)}{d k_{1}}=-\boldsymbol{v}^{T} Q \boldsymbol{v}=-\left(\sum_{i} \beta_{i} q_{i}^{T}\right) Q\left(\sum_{j} \beta_{j} q_{j}\right)=-\sum_{i, j} \beta_{i} \beta_{j} q_{i}^{T} Q q_{j}=-\sum_{i, j} \mu_{j} \beta_{i} \beta_{j} q_{i}^{T} q_{j}=-\sum_{i} \mu_{i} \beta_{i}^{2} \tag{38}
\end{equation*}
$$

That is, for the given $k_{1}=\varepsilon$, we can distribute $\left\{\beta_{i}\right\}$ to ensure that Eq. (38) is less than 0 and $H$ has the minimum point in $(0,1)$.


Fig. 5. Coherency metric curve corresponding to six different mutualism networks. We set $B_{i}=B=0.01, r_{i}=r=0.01, C_{i}=C=5, G_{i}=G=1, D_{i}=D=5, E_{i}=E=0.9$ and $H_{i}=H=0.1$. v obeys a normal distribution $N(0,0.01)$. (a) 11 plants and 38 pollinators with 106 mutualistic interactions (network MPL08). (b) 14 plants and 13 pollinators with 52 mutualistic interactions (network MPL11). (c) 7 plants and 33 pollinators with 65 mutualistic interactions (network MPL32). (d) 10 plants and 12 pollinators with 30 mutualistic interactions (network MPL36). (e) 16 plants and 44 pollinators with 278 mutualistic interactions (network MPL46). (f) 14 plants and 35 pollinators with 86 mutualistic interactions (network MPL50).

## S4. More curves corresponding to different mutualism networks

Fig. 5 shows the coherency metric curve corresponding to six different mutualism networks. State change curves have similar patterns, which are omitted here. The result indicates that both patterns of coherency metric and state change are common in nature.
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